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Such boundary regulations raise questions that are simultaneously philosophical,
technical, and, in the end, bioethical: Is a long-term in vivo biosensor part of the
patient’s biophysiology? How does a patient’s own DNA affect how thaF DNA samples
itself in microarrays? Examples such as in vivo biosensors and DNA chips nggest that
device design should proceed not exclusively from the engineering perspective of t.ools
(because part of the tool is composed of living biological components), nor exclusively
from the biomedical engineering perspective of functional replacement (b?cause Fhe
purpose of the device is not biological but biodiagnqstic). Rather, we might think
about the status of bioMEMS devices from the perspective of integrate(.i syst’ems that
may cross several boundaries: ICs fused with living cells that analyze b%olog%cal sam-
ples that are then uploaded into a database. From a theoretical perspe.cnve, bioMEMS
are illustrative of the need for biotech research to maintain an emphasis on the err.lbod-
ied, situated quality of biotechnical hybrid systems. Both from th.e .perspec.tlve of
research and design, and from the perspective of critical contextualizing of biotech,
there is a need for a means of working beyond the irresolvable biology-technology
boundary, a need materialized in the very workings of bioMEMS themselves.

CHAPTER FOUR

Biocomputing

Is the Genome a Computer?

The Life of a Computer

What if “life” turned out to be a form of computation? “Wang’s Carpets,” a short story
by Greg Egan, explores the question of how the boundary between biology and com-
puters may be negotiated in the future.! Revised as a section of the novel Diaspora,
“Wang’s Carpets” replays a familiar trope in science fiction: the search for alien life,
which is also a search for the criteria for alien life. Paolo Venetti, a sentient software
“citizen,” comes across a unique type of life-form on the planet Orpheus, some twenty
light-years from Earth. The life-forms appear to be immensely large, planar, kelplike
“carpets” covering the planet. The description that Paolo’s computer gives of the life-
form suggests that it is far from beingi living, let alone sentient:

The carpet was not a colony of single-celled creatures. Nor was it a multicellular
organism. It was a single molecule, a two-dimensional polymer weighing twenty-five
thousand tons. A giant sheet of folded polysaccharide, a complex mesh of interlinked
pentose and hexose sugars hung with alkyl and amide side chains.? '

Upon further analysis, Paolo discovers that the carpets—called Wang’s Carpets—dis-
play both computational and biological characteristics. Not only do they function like
autocatalytic enzymes, ceaselessly generating and regulating themselves, but their planar
structure also makes them a kind of Turing machine, able to perform simple calcula-
tions based on the combinations of the different tiles in the carpets. As Hermann
Karpal, another character in the novel, notes to Paolo, “they [the Wang’s Carpets] can
calculate anything at all—depending on the data they start with. Every daughter frag-
ment is like a program being fed to a chemical computer. Growth executes the program.™

However, the Wang’s Carpets do not simply carry out their “computations” arbi-
trarily. Paolo and Karpal discover that their view of the large, planar structures is but a
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fraction of a polydimensional space encoded by t}%e Wang’s Carpetts}; in trl/hlch }(l)rghar::
isms they refer to as “squids” interact and comrnumc'ate with each other I'Ol:[l.g npb Zt g
ical contact. Eventually, Paolo and the others with him must confro)nt a ques 13 o
highly abstract and immediately political. Not .only do the V.\/aflg stirf;tsre ::Sive
strate both computational and complex biologx‘cal characteristics, but the

way in which they do this raises the issue of sentience:

i i by contact alone—which is
“All the creatures here gather information about e‘ach other )"i ' A,
actually quite a rich means of exchanging data, with so many dimensions.

seeing is communication by touch.” X
“Communication about what?” o
“Just gossip, I expect. Social relationships.
Paolo stared at the writhing mass of tentacles.

“You think they’re conscious?” .
Kiorgal lpoint-l?ke, grinned broadly. “They have a central control structure, with more

connectivity than a citizen’s brain, which correlates data'gat.here: fr(t)rzltll";i illile. Poﬁtge}g
or wrong, it certainly tries to know what the others are thujxk}ng abou ..d e

out another set of links, leading to another, less crude, n?lmature squi ldrn’t .

thinks about its own thoughts as well. I'd call that consciousness, wouldn’t you!

Aside from the difficulties of picturing polydimensional organism? encoded bayk kelpI-1
like structures the size of continents, the very concept of the Wang's Carpe.tz t N es ot "
a different tone in the ensuing chapters. Both Paolo and Karp.al ml.lst deci ; ow ©
present this discovery to the “polis,” or governmental bo.dy, whxch.wﬂl tr;llakel ec1i>;oAt
concerning whether or not to further explore and poss?lbly Folomze 0 e’r % aneet; N
the center of this issue is therefore the question of designating t}.1e Wan}? ] dar};ither
living or nonliving, as biological or computationfal, or as something bot .an X Il:t o o%
The very idea of creating a computer out of biology seems E.It once an m\;l ton !
science fiction and a curiously old idea. As Egan’s short .stor):ﬂlustrates in detail,
question of whether the “living” excludes the “computat.lor.lal . tend's to becorze vlagtus
in the discourses of connectionist cognitive science, artificial u%telhgence,. and re ; te
fields in which the brain is technically related to mii:roelectromc comp;mn‘g m:;lce :r:
ery. However, histories of the modern computer point to the fact that, during © e
- of business industrialism, a “computer” was indeed a persox?, most .of.tenl a 2}:lerslo it
ting in front of a mechanical tabulator, manually ?erformmg stsanstlca calculal ions
for the census or for a company’s books of production and sales.” We can e\{;nl ex .
this nominalism further and suggest that the very idea of -te.chnology, espe; y wi e:
aligned with labor, implies a reconceptualization of the living human bo y as afn:he
chine—we work to think/calculate and think/calculate to. V\‘IOI'k.. The notion o "
“biocomputer” is therefore a case of something forever. a.rrlvmg in the future, ase»(x)rf1 :
as something that has always existed in principle. It ehcxts.a range of heterogen ous
images, from a new type of “bioport” technology to the image of outsourcing
brain-ROM for hire.¢
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However, within the discourses of discrete mathematics and computer science,
“biocomputing” is becoming an increasingly specific set of both theoretical and prac-
tical procedures, with specific aims and questions raised within its cross-disciplinary
context. One way of beginning to discuss biocomputing (or biological computing) is
to differentiate it from a seemingly related field, that of computational biology or
bioinformatics.” On the surface, there would seem to be little difference between bio-
logical computing and computational biology. There are two important differences,
however. The first has to do with the chosen medium of each. In biological computing
(or biocomputing), the chosen medium is biological, with particular emphasis on the
properties of DNA and protein molecules and interaction processes. In computational
biology (or bioinformatics), the medium is the computer, with particular emphasis on
the use of computer technologies to simulate, model, and analyze data that is biologi-
cal in its origin.

If that were the only difference, then both biological computing and computational
biology would simply be two approaches to doing biology, akin to the difference be-
tween traditional “wet lab” techniques (e.g., cell culturing) and current “dry lab” ap-
proaches (e.g., computational modeling). However, a second difference can be added
to the first, and that is the difference in conceptual aims. If computational biology
(bioinformatics) has as its aim the use of computers to extend biology and biomedical
research, biological computing (biocomputing) has as its aim the use of biology to
extend computer science research. In short, we can say that computational biology/
bioinformatics makes a biological use of computers, while biological computing/
biocomputing makes a computational use of biology. For the sake of clarity, we will
from here on out refer to biological computing as “biocomputing,” in order to avoid
terminological confasion. We will refer to biocomputing as the use of biological com-
ponents and processes toward nonbiological, computational ends.

From this basic distinction (a distinction of disciplines as well), we already see two
central characteristics of biocomputing: its overall conceptual aim of developing novel
computational technologies, and its means of doing so through the use of biological
components and processes. It will be helpful to contextualize these characteristics By
reference to two rather well-known developments in computer science that have served
as the main motivations of biocomputing, These are computer storage capacity and
parallel processing. The former refers to the limits often placed on current silicon-
based computers in terms of their storage capacity. The increasing miniaturization of
computer storage technologies has led some to speculate on the possibilities of build-
ing nano-scale storage devices. However, it has been known for some time that one of
greatest data storage devices exists in each of our cells—the intricately compacted,
densely coiled, and elaborately indexed molecule of DNA. From a computer science
perspective, the ability of DNA to act as an ultraspecific, dynamic database, as well as its
large storage capacity, makes it an ideal model for studying computer storage in bio-
logical media. This interest is bolstered by another development, which is in computer
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processing technologies. The ever-present shadow. of Moore’s Law, ;vhlck;l referr; It: :;
progressive shrinking—and limit—of integrated-'arcult (IC) t?chno‘ogy, e;st ge miiro_
many to speculate as to whether other media m.Lght.serve as 1f1her1tors 0 e
electronics in current computers.® Researchers in biocomputing have p;?pos e
DNA’s base-pair complementarity (A-T; C-G) offers not o.ne but t.wo' 1na:}; pfact,
which could be used together for massively parallel Processmg agphcatxons. ;lcom_’
the first proof-of-concept experiments in biocorflputl.ng were. apph'ed to ty:js 0f Feom-
putational problems that have, in the past, provide difficult, if not impossible,
itional silicon-based computers.” . .
dltTherefore, the impetus for biocomputing emerges I“lot from blo'logy or btl-(r):ei?;;lc-l
ogy, but rather from the computer industry. The basic goal of blocorBII)\}JAlbgase "
then be to make use of biological components ar%d p“rocess.es (e:g., I V\};h i
binding, protein folding, cell signaling) in an explicitly nonblolog.lca.l mfa:::mhers
would be the applications of such biocompiuter.s? Ifd(irto]r;.eo, Z:; ?:i::sltz; ﬁl e
espeople for biocomputing are clear in that bl will :
::: rsfg)ll:.cepoul; familiar desktop computers. M.o.st foresee thc? possibility t(;ft izlrtl}:e;
hybrid systems (with two types of processors, a sﬂxlcon c.>ne for hnee}r comflin : ear;d
biological one for parallel computations) or fully blolog{cal comput;lnghsys ;ar i r%dude
toward highly specific problem application. The c'andldates teste 'tuuslar Jnclude
cryptography and mathematical problems for which an exponermz(a1 1 thgt :search
field exists (we will turn to these examples later)."" As may b? expect? ,b .o i
tary and the IT industries have expressed a limite'd, cautious interest 1nk. 1oc.ont1£e ﬁdg(i
though mostly at the level of R&D.? The majorlt?r of researchers wor -Tlg in e
are thus academic researchers, predominantly with bacl(.grO}lr.lqs 1.n eit .eli ;c.)rrlxp e
science or discrete mathematics. Rare are the biocomputing initiatives witn biologl
ithin biology or biomedical departments. s
” Z;}lln, the ni’ion of biocomputing seems vague.—exact.ly how d9es (??ies ?rl:kzi
computer out of biology? Before addressing the details of blocomputmg.:; f“cz o
tant to assert that biocomputing is first and foremost an approacl.l to th.e 1- ea to o
putability” In this, biocomputing is as much a conceptual practice as it is a lecnd o
one; or rather, we will want to stress the intertwined nature o‘f the conce.:pt.ua zm e
pragmatic in biocomputing research. In this way, we car'l contmu&? bi’ pomlt)mt%v outone
of the central principles of biocomputing: that there is an equivalency betw e the
notion of the “biological” and the “computational” .that is ba?ed on a dissocia 1_1lon o
medium and process. In other words, the motto of biocomputing rTxay be par'ap x;;se "
as follows: the genome is a computer. By this we m.ean thaF, fOl.T b1o<30mputmg, .
are characteristics of computing that are seen to inhere in biological coxzﬁone‘n
(such as DNA) and processes (such as protein binding to cell m(.embrane.s). This rallses'
one of the fundamental—and still debated—issues in the Zer.y 1de.a 01: t?locofgnpzju;lg.
how “computability” is defined, and, by implication, how “biological” is defined; for,
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as we will see, biocomputing puts forth a set of material and pragmatic claims con-

cerning the ways in which the biological and computational domains can be recon-

figured and redesigned.

Biocomputing, as of this writing, is generally divided along three lines, according to
the type of biological components and processes utilized.'* The first biocomputing
experiments were performed using simple DNA fragments and their base pair binding
characteristics. This area of DNA computing is, as we will see, based on the parallel
processing capacities of DNA’s double binary set. Researchers encode elements of a
problem to be solved into the DNA (for instance, a problem concerning the best route
between multiple destination points), and, using standard molecular biology labora-
tory techniques, allow the DNA fragments to selectively bind to each other. From this
biologically enabled combinatorics, DNA base pair binding “selects” and solves the
problem. '

A second area, alongside DNA computing, is that of membrane computing. While
DNA computing is based on the linearized matching of strings (DNA strands), mem-
brane computing makes use of the ultraprecise molecular “fit” between specific pro-
tein transit molecules and protein membrane molecules, This lock-and-key structure
ensures the passage of molecules into the cell (such as nutrient molecules) and pre-
pares the delivery of molecules out of the cell (such as enzymes produced inside the
cell). The cell membrane therefore has a kind of cascading mechanics to it, in which
molecular fit between receptor regions on a protein and a membrane initiate a series
of chain-reaction events that result in the membrane’s changing shape and the entry
or exit of the triggering molecule. s

A third and more recent area is that of cellular computing, a broadly defined area

that includes processes such as cell signaling (akin to the process in membrane com-
puting), protein-protein interactions (folding and binding between protein struc-
tures), and cell metabolism (the particular “pathways” of a given chemical reaction).
As the most theoretically oriented of the biocomputing fields, cellular computing is
unique in that it places emphasis less on components (DNA, proteins, membranes,
cells), and more on the inherent network properties of cellular processes. If énough is
known about a given biochemical reaction in the cell, then, theoretically, that reaction
pathway can be used as a kind of distributed processing network within (and be-
tween) cells'®—if, however, enough is known about such complex reactions, for this
“systems” approach to biochemistry is in many ways an area that is just being defined
within molecular biology itself.

To get an idea of biocomputing in action, we can consider one of its founding,
proof-of-concept experiments as our starting point: Leonard Adleman’s 1994 experi-
ment involving the use of DNA to solve a standard directed Hamiltonian path problem.
In doing this, we will pay particular attention to the techniques and technologies em-
ployed in the articulation of this DNA computer. This attention to detail will be a way
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for us to highlight the implicit claims that are materialized in biocomputing practices.
From there we can then go on to consider some of the more theoretical implications
of biocomputing, especially in relation to the issue of “computability” and the notion
of distributed networks.

Biological Solutions, Computational Problems

Leonard Adleman’s 1994 paper “Molecular Computation of Solutions to Combinatorial
Problems” is widely regarded as a seminal proof-of-concept paper on the possibility of
computing with biomolecules. Although speculation as to the computational aspects
of DNA and other biological components was not uncommon prior to Adleman’s
experiment, it was this paper that translated or “ported” the informatic models of the
biomolecular body into computational terms.” Adleman’s DNA computer is far from
a fanciful mathematical exercise; its concerns are simultaneously biological, computa-
tional, and mathematical. Indeed, its relevance, from a philosophical perspective, is
that it renders computational concerns inseparable from biological concerns.

In his paper, Adleman shows how a particularly difficult type of mathematical prob-
Jem can be solved using DNA and the standard tools of molecular biology. Consider a
transportation problem such as the “traveling-salesman problem.” You are a salesman,
and must pass through seven cities on your itinerary. You do not want to waste money
on plane tickets going back and forth to cities you have already visited, so you want to
find the most efficient means of hitting each of the seven cities. In addition, you are
beginning at the first city (O, or Oy,,), and must end up at the seventh city (O; or
O,.). Your problem is thus: what is the most direct, efficient path that begins at the
first city, ends at the seventh city, and passes through each city only once? (Figure 11).

Such problems are often found in the field of mathematics known as “graph theory”
Graph theory, as a branch of geometry, is primarily concerned with the quantitative
properties of networks. A “graph” (G) is therefore a set of “nodes” or “vertices” (V),
some of which may be connected by “links” or “edges” (E). Nodes can be people, cities,
or viruses, and edges can be social interaction, transportation, or infection. A given set
of nodes can have a radically different structure (or network topology), depending on
how the edges are configured, just as the linking capability of edges is directly related
to the configuration of nodes."

The traveling-salesman problem is easily solvable on the average personal com-
puter, but with one important requirement: that the input data is very small. A net-
work such as the one described here, with a mere seven cities, is even solvable by
visual inspection and pencil and paper. However, as the input data size increases, the
possible solutions to the problem also increase. If we take a simplified version of three
cities (nodes), there are six possible routes from any given node: 3 X 2 X 1 =6 (or, in
mathematical terms, 3!). What about ten cities? The mere addition of seven cities to
the network would seem to matter little. But the possible number of routes increases
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may repeat nodes, and a “trail,” which does not repeat any edge).’* The directed
Hamiltonian path specifies a very particular way in which a network is realized, by
actualizing some edges/links, while leaving others in an unactualized state.

The important thing to relate concerning graphs/networks and graph theory is that
the node/edge distinction often follows a space/time distinction; that is, nodes are
often taken as being relatively static (e.g., cities on a transportation route), whereas
edges are often taken as being dynamic (e.g., moving from one city to another via
plane). We will return to this observation later, but for the time being it serves to
denote a particular type of ontology concerning physical systems (be they computer
networks or biological networks). »

The problem Adleman sets out to solve using DNA is thus a directed Hamiltonian

path, or a specified version of the traveling-salesman problem. Because Adleman
chose a small network (seven nodes), the solution is easily verifiable. However, Adle-
man’s experiment is not intended to be mathematical research, but rather to demonstrate
the feasibility of computation at the biomolecular level. Adleman’s basic algorithm
for solving the traveling-salesman problem follows four basic steps: (1) randomly gen-
erate a series of paths through the network; (2) keep only those paths that have the
correct starting and ending points (V,, and Vouls (3) keep only those paths with the
correct number of nodes (seven nodes or cities); (4) keep only those paths that hit
each node once. As can be seen, the algorithm begins by generating a large group of
possible solutions, then proceeds by a series of filtering processes, by first identifying
starting/ending points, then the number of nodes in the path, and finally the identifi-
cation of nodes in the solution paths.

The key biomolecular process that enables Adleman’s experiment is the basic binding
characteristics of DNA. As is well known, DNA, or deoxyribonucleic acid, is a double-
helical structure, whose strands are composed of a sugar, a phosphate, and one of
four nitrogenous bases (adenine, cytosine, thymine, guanine). Although DNA is as
structural as a molecule as it is informatic, it has long been a tradition to “read” DNA
asa linear sequence, thus making it amenable to treatment as a data string (where the
beads composing the string are the variations of the bases). The way in which these
variations of molecules bind to each other is widely acknowledged to follow regular
rules. Known as “Watson—Crick base pair complementarity;” it simply states that the
binding affinities of DNA follow a regular pattern, in which adenine (A) always binds
to thymine (T), and cytosine (C) always binds to guanine (G).

Under certain conditions of heating and cooling, the double helix of DNA can be
broken apart (“denaturing”), synthesized (“replication”), and glued together (“anneal-
ing”), a process that has in fact been automated in the technology of PCR (polymerase
chain reaction). From this basic principle of base pair complementarity, DNA con-
tains two elements crucial to any computer: a processing unit (the enzymes that dena-
ture, replicate, and anneal DNA), and a storage unit (the regulatory “instructions”
encoded in DNA strings). Not only does DNA form a highly efficient storage system
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Node Code

0, TATCGGATCG GTATATCCGA
0, GCTATTCGAG CTTAAAGCTA
0, GGCTAGGTAC CAGCATGCTT
0, CGATAAGCTC GAATTTCGAT
Edge Code

0,, GTATATCCGA GCTATTCGAG
O, CTTAAAGCTA GGCTAGGTAC

.. ted
Figure 12. Each node (city) and edge (path between cities) encoded as a DNA strand (adapte
from Adleman).

o
Ou 34
GTATATCCGA GCTATTCGAG CTTAAAGCTA GGCTAGGTAC
CGATAAGCTC GAATTTCGAT
0,
Figure 13. Two “links” from a single node, showing overlapping binding by base-pair
1 .
complementarity (adapted from Adleman).
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this is a paradoxical notion of computer technology, because there is no technology
present, only the biology of DNA and enzymatic reactions. However, it is just this ini-
tial presupposition that makes biocomputing worth noting as an instance of “bio-
media.” Certainly, there is no “technology” in this computer, if by this we mean elec-
tronic digital computers based on Integrated-circuit technology. But in every other
sense, Adleman’s biocomputer is thoroughly technological, its “natural” hardware
notwithstanding, It is a kind of technologization of biology, in which biology is tech-
nically recontextualized in specific nonbiological ways.

Thus, Adleman’s DNA computer makes computing and biology inseparable, but in

medium of DNA, for, as Adleman and other biocomputing researchers note, DNA is a
unique “computer” in its own right. Its parallel processing, dual binary logic, and
immense storage capacity make for an entirely novel computing system.

“So please just send in the machines”

As Adleman’s experiment makes clear, the biocomputer is not simply a microelectronic
black box; rather, the “object” of the biocomputer is a clustering of techniques from
genetic engineering and molecular biology, discrete mathematics (particularly graph
theory and combinatorics), theoretical computer science (particularly concerning the
question of “computability”), and the still-vague area of molecular Or nanocomput-
ing. Biocomputing, in the Adleman model, is therefore as much biological as it is
computational,

In this sense, several historical marking points are worth pointing out in relation to
biocomputins'g,. Using Adleman’s experiment as our paradigm, we can outline a series
of conditions that conceptually enable the field of biocomputing,

There is, first, a series of statements that are taken either as assumptions or as state-
ments actually implicitly made by biocomputing research. As a particular intersection
between molecular biology and computer science, biocomputing begins from an as-
sumption concerning the equivalency between genetic and computer “codes.” This rela-

which the questions of biocomputing are posed.
Yet, despite the basic tenet of this backdrop—that the DNA molecule in the living
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to generate research into later efforts in genome mapping and genetic engineering.
For biocomputing, by contrast, a further statement is required, and that is supplied by
the studies in molecular biology on genetic regulation. Frangois Jacob and Jacques
Monod’s well-known work on “genetic regulatory mechanisms” in the cell—resulting
in the identification of “repressor” and “promoter” proteins and genes that turn other
genes off or on—establishes a view of the cell that in many ways moves beyond the
trope of the genetic “code””? Jacob and Monod’s work suggests, using their own words,
that the genetic material functions as a kind of “genetic program,” regulating and
modulating the states of other genes, which in turn dictates which proteins are pro-
duced and which are not. The trope of the genetic program obviously suggests that
the extension of concepts from cybernetics into molecular biology will reconfigure the
living cell as a cybernetics system, complete with feedback loops, regulatory mecha-
nisms, and even subroutines. The reason Jacob and Monod’s work is relevant to bio-
computing is that it provides an early instance in which the living, functioning cell is
possibly regarded as more than just a biological system; it is also a program, a com-
puter in its own right, with its own type of formal logic (which remained elusive to
Jacob and Monod, despite their use of terms from computer science and cybernetics).
The work of Jacob and Monod on genetic regulation is an important statement con-
cerning the nontropic quality of the notion that DNA is a computer. Although this is
not explicitly stated by Jacob or Monod, the issue of the computability of DNA is
raised here in an early form.

These two statements—that DNA is information, a “code,” and that DNA is a com-
puter, a “program”—can be seen to have created a fork in the road for future devel-
opments in biotechnology generally. One path is a familiar one, grounded in molecu-
lar biology, medical biotechnology, and genetic engineering. It is the path that extends
the tropic quality of molecular biology, and from that begins to inquire into the bio-
logical applications of computing, leading to contemporary fields such as bioinfor-
matics and genomics. It broadly goes under the rubric “computational biology™ The
other path is less familiar, and more recent. Instead of extending the tropic qualities of
molecular biology, it takes molecular biology quite literally, and approaches biomole-
cules, cells, and interactions as being computers in their own right, related to but
different from silicon-based, microelectronic computers. This “biological computing”
(or biocomputing for short) is less concerned with the biological, biomedical implica-
tions of the informatic tropes in molecular biology, and is much more concerned with
the computational, mathematical implications in biological components and processes.
It is important to note that in neither case is informatics simply taken as a “metaphor”

for something else that is material. Rather, both computational biology (the biological
strand) and biological computing (the computer strand) ceaselessly materialize the
relationship between biology and technology, genetics and informatics. However, they
do so in different ways, and that difference is dictated in part by their approach to the
organism. From the perspective of computational biology (i.e., bioinformatics), the
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organism is an information-processing system that constantly correlates sequen d
structurc? (DNA and protein) in the ongoing functioning of the living cel;l Froce atllll
perspective of biological computing (i.e., Adleman’s DNA computer), the o'r a m 'e
not the question; the question is to what degree isolated biological c’om or;gerllltlsS ml(i
pr(;'cesses may form highly specialized, “wet” computers. The question tﬁat bioc:rtlll-
atin R .
grganig;is to the organism is, “Does the question of ‘computability’ apply to the
One of the primary propositions that biocomputing makes is that biological
ponents and processes contain within them a set of characteristics that lengs th COT-
problems’ o.f “computability.” In short, the basic proposition of experiments sue(f;l1 acs)
Adleman. s is that DNA is a computer. Again, it is worth restating the difference b
.tween this statement and the statements made by molecular biology (includin "
ics and biotech generally), that DNA functions in an informatic manner. In tl{fegle I:et-
stat?ment (DNA operates informatically), the reference point is the noti;)n of “i af -
n?atlor'l” derived from cybernetics and information theory. DNA is seen to erate
blolog}cally, but, in doing so, it is also seen to fulfill the requirements of technic:Iz:Ie .
tems (i.e., communications and contro] Systems in engineering). By contrast, the ;YS-
me.r statement (DNA is a computer), made by biocomputing, takes as its ;efe e
point the notion of a computer derived from the theoretical computer science worreli1 :;
Ioh.n von Neumann and Alan Turing. It does not take Cybernetics/information the
as its standard, against which to analyze molecular biological interactions; rath Or'y
adopts the theoretical approach of computer science, asking not whether DI’\L/:l ﬂjgﬂu
the deﬁniti'ons of information, but whether DNA might be a specific, unique type :
compu'ter in its own right, Certainly, there is a technical notion of ;nfor?natgi '0
volved in thf's inquiry, but rather than grafting a series of technical requirements u l:r;
slzgﬁ;ethe blocomputi?g approach—arguably the approath of theoretical compEter
~—poses a set o i i
- l:ystem_ challenges to what may possibly be a feasible, totally biological
Turing’s work in theoretical computer science is especially interesting in thi
text', for his basic concerns lie at the heart of the contemporary inquiries ginto b‘ls -
puting. Turing’s early work in the mathematical problems of computabili 1(b)co'm-
from an interest in the paradoxes inherent in formal logic (some might sa tt;;e eims
doxe.s produced by formal logic). Spurred on by the work of Kurt G(’jdeliandrl) tr o
David Hilbert) into the issue of mathematical validity, Turing’s paper “O Cal e
putable Numbers,” published in 1936, set out to articulate the mathematial lin?itat?m_
or domains of activity for calculation.? The challenges put forth by rna’the:maticl'Ons
such as Godel were based on the internal contradictions that formal logic someti;raln :
generated. For example, take the statement “This statement is false.” If ?t is proved te(j
be true, then the statement is no longer false (it leads to contradiction) ff on the
f)ther hand, it is proved to be false, then the statement is no longer true (in t};at ;t denies
its own validity). Gédel suggested that such logical conundrums posed a challenge to
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mathematics, for they showed that such inconsistent problems were in some way rep-
resentative of mathematics itself. Even taken modestly, the implication of Godel's work
was that an axiomatic system such as mathematics in some senses cannot help but to
make statements that are arbitrary (that cannot be proved or disproved). Although
Godel’s work generated much controversy within the world of mathematics, critics
often pointed out that, despite such inconsistencies, buildings and bridges still stood,
implying that Godel’s work was of only theoretical interest, and that such inconsis-
tencies were anomalous by-products of a self-consistent essence of mathematics.”

For many, it was Turing who showed that the work of Godel was of both theoretical
and practical interest. Turing posed the question not of mathematical validity or cer-
titude, but rather of the possibility of identification (or nonidentification) of such
arbitrary statements. Rather than pore over the aporias of mathematical certitude,
Turing focused on what is often called “computability”: how can the difference be-
tween mathematically certain and mathematically arbitrary statements be identified?
Turing also framed his question in terms of reflexivity: could arbitrary statements be
identified from within the system itself? If a set of basic rules for differentiating
between mathematically certain and mathematically arbitrary statements could be
identified, then, in theory, this algorithm could be carried out by a machine, so as to
automate the filtering process for practical applications in engineering.

Turing devised a scenario involving a “universal Turing machine,” a machine capa-
ble of functioning like any other machine, once the instructions for that machine are
fed into it. This universal computer could therefore simulate any other computer,
whether its task was to calculate tables, send data, or play chess. The challenge for this
machine was now to ask what would happen when it was fed its own instructions—
that is, when it was asked to simulate itself. Such a problem would not be computable
for Turing, for the computer would end up in a kind of digital psychosis, endlessly
turning in on itself with no verifiable output. In other words, the Turing computer
would be performing the kind of logical paradox articulated by Godel earlier. From
Turing’s thought experiment, “computability” came to be defined in relatively pre-
cise terms: the situation in vehich it was possible to formulate a set of rules to decide
whether or not a statement was susceptible to proof using only the rules of that system
itself.

What does Turing’s work on computability have to contribute to biocomputing?
For one, it raises the question Turing and others posed at the early stages of electronic
digital computing: how cana physical system be designed that would fulfill the math-
ematical requirements for computability? That is, how can you build a computer
machine that would consistently function in a mathematically valid manner? The
experiments of biocomputing researchers such as Adleman have suggested that bio-
logical computer systems can only be verified by the kinds of proof-of-concept exper-
iments that rely on a presumed solvability of a given problem (i.e., the limited, easily
solvable scope of the seven-node Hamiltonian path problem).
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¢ . .
. If we shift our per.spectlve for a moment from computer science to molecular biol-
gty,b\;fehcanfput Turing’s question another way: if Turing’s computability thesis does
establish a foundation for the level of validity i
alidity in a calculatin i
) g or computing system,
- if tS;Ch .sysfteli'ns can be constructed from biological as well as electrical compo
nts, then it follows that biological s i )
ystems—as computing systems—inh
. ws | : : —inherent}
contcelun' fa set of logical inconsistencies that may be termed “noncomputable.” In othe};
wo R K . . ’
v T 15(, i l;/vehaccebpt the feasibility of biological computers, then we are also impelled
ask whether biological systems dis
( play some level of paradox, arbitrari
0 sk whether biol ay: sC , arbitrariness, or
un 0 vablhty'. This is tantamount to asking, in molecular biology, whether biolog’ical
tz tetxz.s ?an, in certain cases, continue to function in an anomalous manner. Note
at this is not asking whether or nota m i '
echanical computer or biological
s * r ogtcal system can
mal nction or bre;?.k down” (systems crash or death). Rather, it is asking whether
. thpl'l'cers or biological systems can take on anomalous modes of functioning that
ln . . ’
eir own r.1ght, are perfectly consistent, but that, from the vantage point of the
computer or biological system, are identifiable as anomalous.?

DNA Dualisms

While th i i
oy te gfsrt); id;a of ?NA computers raises the questions Turing posed concerning
utability,” they also lead to a set of more intri i
intricate questions concerning th
oo ad . erning the sta-
o t.NA c;.or'n;?ute}:s as living organisms. The question that many designs in bio
uting elicit is this: if a computer can b -
e constructed from biological compo-
nents and processes, to what degree is this computer “living”? ’ ’
To ad. i i i i .
o dliess th.IS question, we can briefly consider the correlative within computer
e . s . . » 3
o ll(.:e the notion of “intelligent machines” and its related discourses (Al [artificial
inte igence] and branches of philosophy of mind).” As a way of comparing organ
ism i -
o s an(itmachmes,d as well:as humans and computers, the discourse of intelligent ma
ines attempts to discover the limits of co -
mputers, as well as the illusions of
. ' - anthro-
f;centr:ism, or the intractable uniqueness of the human being-as-organism. Although
is tendency to compare the organism and machine is not new, it takes a specific

. form in the development of the modern digital computer during World War I and the

c . .
¢ oédI V;far era. In particular, the work in theoretical computer science of Alan Turing
N . .
¢ chn von Neumann provides us with two paradigmatic ways in which organisms
and machines have been related in terms of the computer.
T . . ’
. he first approach 1.s illustrated by the theoretical and mathematical work of von
Heumann, elaborated in a series of lectures given at Yale University in the mid-1950s
o . e ) )
‘ v.ve\;er,( I;l; ;::Cadv‘liser to many of the military-sponsored mainframe computing
projects and EDVAC), von Neumann’s i i
ann’s interest in the relationshi
P : nships between
“imazs and computers dates back to the mid-1940s and the development of the
EsN (;:C-pro}glram ;omputer.”" Von Neumann was an adviser to the building of the
, perhaps the most well known of the room-si i
. : -sized mainframe computers. In his
collaboration with ENIAC researchers, von Neumann helped to develop the notion of



102 Biocomputing

a computer that had inputs, outputs, a processor, anc.i a cefltral meax;orydl.lélcl; i?;l:
logical structure, or “von Neumann architecture,” remam.s,.wuh several modi Cessor,
in the computers of today, and the very language of digital cs)mpujcers;li;c;r thar;
memory, and bits—derives in large part from von Neumann’s demgﬁ. z; e
separating program and data, the computer’s memory c.ould ‘treatf bot ;s z:) C;dure
stepping the laborious process of plugging and unl?lugg1ng wires for each pr id-.
+ The von Neumann architecture contributes two important elel.nents to 'our -corllz .
eration of the relation between humans and computers. The first is the de.51gn itse £ n
brief, the von Neumann architecture is made of five components., each V\.’lth a p'art1c1.1t-
lar function in the whole: input and output units, a contro% unit, an arithmetic untl )
and a memory. The program instructions and data on which tl:le prog1.'am ope;a; ;s
are stored in the memory, while the control unit interprets the instructions, .am e
arithmetic unit completes the actual calculations. The inp}lts allow progra;l lrllsm:};
tions and program data to be fed into the memory, while the oujcputs isp Zy ihe
results of the control and arithmetic units (one important char'xge in currtelrllt 1gthe
computers is that the control and arithmetic units are often cons1derej'toge erias\svon
processor). The second contribution relevant to hu.man—coml.?uter iscourse on
Neumann’s suggestion that binary rather than dec1matl encoding schemisﬂ.coxfﬂ av
used to represent data. Whereas the convention at the. time was to. use ten “flip- pld
of a switch to represent a single digit, the use of bma.ry encodmg. s'c¥1?mes wc;lL.l
enable three digits to be represented, owing to the coml.)ma.tory possibilities (ten flip-
flops of the switch, each flip encoding a different combination of va.lues). ———
Taken together, these two innovations in modern co.mp.uter design no on)lf "
had a technical impact on future computer science thinking, but they have al ;o, 11(
part, set the terms in which a comparison between humans and computers couh take
place. The articulation of “computability” into distinct seftors of the computer. as ;n
effect on how we think about the “processing” of data mtc') knowled.ge, ancfi Iin this
sense the von Neumann architecture is perhaps rnmlfe reveahng as a mirror o utmairsl
cognition than of the operation of a computer. This segmentmg‘ O'f the compu er :
therefore not unrelated to a segmenting of the processes c.>f cogn.ltlon, a compariso
made more explicit in the field of cybernetics. This, con?bmed with the 1mplerr1en1t3—
tion of binary coding and the use of “bits,” makes f.or a view ?f the computflr nof f:)) ; }ar
as segmented, but as combinatoric. The use of binary codm'g schemlfs al OV\:; " e
greater flexibility in the storage capacity of the complfter, while also al c:wmg e >
coding of all data—including programs themselves—u.lto the computer’s memor};ts)
a sense, then, the first aspect of the von Neumann archltectt.lre (the five c;)r;lpone -
serves a segmentary, canalizing function, a kind of bureaucratic .d1v151on. of lal orhamo g_
interrelated component parts (first input into memory, then instructions to t. e con
trol unit, etc.). If this is the case, the second aspect of t.he v.on Neumann archlte;turz
(binary coding) works against the first, allowing for a diversification of how much an

' digital to analog, and back to digital, etc., repeatedly:
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what kinds of data can be stored (data in will be transformed into data out). While the
first aspect “stratifies” or segments computer function, the second aspect “smooths”
out the plane of what can be encoded (including the very description of the computer
itself, which leads to Turing’s notion of a “universal machine”).

In addition, it is noteworthy that, owing largely to von Neumann’s interest in neu-

roscience, terms such as memory replaced traditional terms such as storage. Von Neu-
mann’s lectures on the computer and the brain explicitly explore the technical significa-
tions of this use of biological language to name computational processes. This interest
was specifically a technical, functional interest, Rarely does von Neumann speculate
on the capacity for computers to obtain intelligence, sentience, or anything related to
“mind.” Rather, his interest lies in the low-level processes of how data is input, inter-
preted, operated upon (calculated), and output toward certain action. Von Neumann
systematically provides technical descriptions of modern digital computers alongside
findings in neuroscience and studies of the brain. His language pushes the possible
resonance between computer and brain through the use of physiological terms:

The organization of large digital machines are [sic] more complex [than analog
computers]. They are made up of “active” organs and of organs serving “memory”
functions—I will include among the latter the “input” and “output” organs.”

In this analysis, von Neumann notes that while modern digital computers utilize the

segmentation and binary coding of the von Neumann architecture,
tains a combination of both analog and digital components. Interes
von Neumnann locates the primary example of this in the activity of neurons, as well as
in the genetic basis of nerve cells. Neurons contracting a muscle, or genes directing the
synthesis of proteins, are examples of hybrid analog-digital systems in the body:
“processes which go through the nervous system may

the brain con-
tingly enough,

... change their character from
"% While the firing of a neuron or

expression of a gene may be viewed as digital, their outputs—muscle contraction or

protein folding—may be understood as analog,
However, in spite of these differences,

von Neumann’s low-level, materialist ap-
proach tends more toward the correspond

ences between the computer and the brain.
In a series of comparisons that were to prove influential for a certain branch of Al

von Neumann essentially views the brain—and neuroscience—through the lens of
modern digital computers:

systems of nerve cells, which stimulate each other in various possible cyclical ways, also
constitute memories.. .. In our computing machine technology such memories-are in
frequent and significant use.. . . In vacuum-tube machines the “flip-flops,” i.e. pairs of
vacuum tubes that are mutually gating and controlling each other, represent this type.
Transistor technology, as well as practically every other form of high-speed electronic

technology, permit and indeed call for the use of flip-flop like subassemblies, and these
can be used as memory elements in the same way.*!
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In other words, it is highly relevant that von Neumann’s lectures Were titled “the com-

puter and the brain” and not “the computer and the mind”” Despite this, we can detect
in von Neumann’s analysis an ambient interest in mind as well as brain. The use of
terms borrowed from biology, as well as the direct comparison of computer and brain
(through the lens of computers), indicates that such a comparison is not without its at

Jeast implicit interest in the kind of “mind” that would arise from the brain—whether

this brain is a neurobiological one, a vacuum-tube one, or a2 transistor one. Certainly,
and von Neumann's analysis

terms such as memory become quite contentious here,
can be seen 10 consistently border the line between an emphasis on lower-level brain
functions and higher-level manifestations of mind. The questions implicit in von Neu-
mann’s analysis are twofold: First, on what level can the computer and the brain be
seen as functionally analogous, and how might such a correspondence affect the de-
sign of technical systems? Second, if brain is not unrelated to mind, what “higher-
level” manifestations might arise from the lower-level functions of computers?

To unpack the implications of these questions, we can turn to our second example

of thinking concerning the relation between humans and computers: the work of Alan
ing test” Between his work for the British government’s
National Physics Laboratory in the late 1940, and his lead on the MADAM computer
project at Manchester University in the 1950s, Turing’s interest in the theory of
computation turned increasingly to questions of cognition and communication.”
Turing's famous 1950 paper “Computing Machinery and Intelligence” set the terms for
a still-ongoing debate about the feasibility of intelligent machines, as well as articulat-
ing the theoretical questions for the field of artificial intelligence.”® One of Turing’s
insights was that the question of free will and determination in computers is, in a
sense, a moot question. What counts is not whether or not a computer really is intel-
ligent (and whether or not we can deduce valid criteria for assessing this), but whether
or not a computer behaves as if it were intelligent. The implication here is that our
own criteria for intelligence in humans (and other species, for that matter) is largely
dependent on the ways in which we act and interact with others, and less depen-
dent on any universal set of measurable criteria.* It is this precondition of interaction
that gives the impression that the computer-as-player is somehow “intelligent” or
“alive”

To demonstrate this further, Taring hypothesizes an experiment in which the
“intelligence” of a computer can be assessed, but assessed in a way that would bypass
the unending philosophical arguments of free will, sentience, and consciousness. This
experiment-—the “Turing test” —takes as its starting point communication between
individuals separated physically from each other in separate rooms of by dividing
walls.?s Suppose that person A in one room communicates through a keyboard and
terminal with person B in another room. Their communication is mediated by the
monitors (that is, language as a cultural practice is the mediator). Depending on the

ptions about person B, about gender, ethnic-

Turing and the famous “Tur

conversation, person A may make assurm
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The field of biocomputing offers a corrective to the assumptions in the intelligent
machine discourse, but it also raises its own set of problematics not explored by either
Turing or von Neumann. If Turing and von Neumann see the human-computer rela-
tionship in predominantly cognitive terms, gauging “the human” in terms of higher-
level processes such as learning, memory retrieval, or communication, biocomputing
sees the human—computer relationship in predominantly biomolecular terms, displac-
ing any interest in the human with an interest in biomolecular process. Biocomputing
inverts the intelligent-machine discourse’s interest in cognition, and places higher pri-
ority on the seemingly secondary, lower-level processes of the organism at the bio-
molecular level. Biocomputing keeps the relationship of organism and machine at the
level of organism and machine, and resists the analogous comparison of human and
computer that both Turing and von Neumann carry out. The key to this difference is
that for Turing and von Neumann, the differentiation between organism and machine
takes place at the level of human cognition: intelligence/learning and memory/data
processing are the limits of what computers can do.

By contrast, biocomputing suggests that the difference between organisms and ma-
chines is not anything human, but rather a difference between living and nonliving
systems: cell metabolism, gene regulation, and cell membrane signaling are the limits
of what computers can do. Again, we can detect not only a biologism but an anthro-
pocentrism in Turing and von Neumann, in the sense that the human is the standard
against which computer performance is judged. Biocomputing does not necessarily
assume this; it looks rather to the complex, “parallel” processes in the living cell as the
threshold of computability. For Turing and von Neumann, what is at stake is essen-
tially mind, with the human as its most sophisticated manifestation (one that is never-
theless amenable to computation). For biocomputing, what is at stake is “life,” by this
meaning the ability of biomolecular systems to carry out exceedingly complex calcu-
lations “naturally” In a strange way, neither Turing nor von Neumann is really inter-
ested in computation, but rather the computational explanation of human-centered
attributes such as intelligence, learning, or memory access. Biocomputing researchers,
in contrast, are centrally concerned with computation, with the understanding that
computation in the 1990s comes to take on more than it had in the 1950s. For biocom-
puting, computation becomes; in part, synonymous with complexity and parallelism.

In this context, “life” is both nonhuman and “intelligent.”

We can therefore see the changes in the way that the computer is related to the
human as a shift from an emphasis on “mind” (or cognition) to an emphasis on “life”
(or complex networks). The key link between this emphasis on mind versus life is the
changing artifact of the computer itself. From a historical perspective, it is obvious
that the computer shifts from a room-sized, military-funded “electronic brain” to a
microelectronic, industry-marketed “personal” computer. Although the computer as
an artifact plays many roles and takes on many meanings, the point to be made here is
that, from the perspective of computer science, the modern digital computer of Turing
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the Hamiltonian path problem through the analysis of‘})NA s;equences, })ult( 1td doesn Z(,)c
through a biological process in which multiple DNA nodef be)c,ornci1 inke: 2; oot
linked to each other via a process of base pair binding (or' an “edge .). There e'tr;, o
fore, two network layers that are formed in Adleman’s biocomputing algorit rn.f th_:
first network layer is a biological one. This is evident from the very colrilcell')t. rc: e
DNA computer as proposed by Adleman: a basic proPeny of DNA in ; .e b1.\/11 gical
ganism is its specificity in the binding of its base pairs '(A-T; C._CT)' ’fl is bio Zi <
property forms the “processor” of the DNA computer, 11'1 that it is the C?nrliodin
that actually does the work of computing. The precornpu‘tmg procedures of Z COding
(sample preparation input), as well as the postcomputing procedur'es 0 -:(CPU§
(DNA sequencing output), are both dependent on 'Fhe central proce.ssmg uni
of the biological property of Watson—Crick base pair complementarity. A
The second network layer is a computational one, a network not present in ; 2 -
itself, but selectively extracted from a technique of decoding .the d.ouble-strafl e1 "
sequences. The difference between the computational and biological layers ;s Z eartz1 -
we consider two contexts. For the molecular biologist, the seql.lence would ; e;:to »
into a linear string of As, Ts, Cs, and Gs, and then impo.rted into a ra.nge 0 S(i rv:zr_
tools and analyzed against biological databases for possible homologl.es. ofr po yt mor-
phisms; that is, sequence is first and foremost what <.:0unts for the bioinforma idan
and biologist. By contrast, the research in biocomputing takes the DNz?1 sequen:N o
as a string of (biological) data, but as a linearized arrange.m(.ent of a grap t(}c:r :e ork
of distributed nodes and edges composed of DNA; that 1s,.1n contrast to }el io t(‘)f;ﬂ;
the computer scientist’s goal is to extract a graph from a stnng, to redeploy the rlie vore
from out of the sequence, to decode the distributed fr(?m th.e linear. T.he fletw?r ho s
computational layer is therefore derived from the blc?loglcal. funcnon.mg <I)t t 31 oith
computer, though that biological functionality has no‘bzolz{glcal fun.ctu;?j. bls rortd
pausing over this statement: the biocomputer displays biological functionality beca el
creates a context in which selected biological components afld Pro?esses may .ocai/\; "
the case of the Adleman experiment, these are DNA be%se pair blndmg pro.pert;zs ( Va
son-Crick complementarity). However, this functionality serves no blolofglFaI rlllctlro;
directly or indirectly, and is therefore quite different from I?NA in the hvmg. ce lfothat
the molecular biology lab. The DNA computer does {10t1?1ng to the.DNA itse e
might be seen as beneficial from a biological, organismic, or mefthcal persPec ive.
However, it still “works,” and that is perhaps the central 1n51gh-t of blocomputlng(.i .
This division between biological and computational layers is, of co)urse, not :.a eci-
sive one; it is understood from the beginning that the use.of DNA’s propertlles uz;r:
being recontextualized radically for, in this case, computer science (and 1?ot mo eF nao
biotechnology). Likewise, the networks that emerge from such computations :I.e uz. °
way inherent in the DNA computer itself; they are a result of the recontextu 1zad1.o
that occurs in the biological layer of the network, as well as a'result of the decoding
procedures specific to the particular mathematical problem being computed.
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That being said, it is worth pointing out that, from the vantage point of biocom-
puting, there is an isomorphism between the two layers. Between the multiple DNA
fragments (or nodes) placed in a PCR thermal cycler to facilitate their binding (or
edges) and the resultant directed Hamiltonian graph there is a correspondence based on
the specific relationships between discrete nodes, On the biological layer of the network
(DNA binding via PCR), we have a number of DNA fragments, some which code for
nodes (i.e., “cities” on the Hamiltonian path) and some of which code for edges (i.e.,
“roads” between cities that make up the directed path). If we view these DNA fragments
(nodes and edges) spatially, what we are presented with is a tangled mass of points and
lines, some of which will connect, and some of which will not. The task of the DNA
computer is to perform the “computation,” which in this case is the routine binding of
base pairs. The task after this, however, is to extract from this mass the particular set of
points and lines that represent the most efficient solution to the problem. This is done,
as we have seen, by a particular means of decoding the sequence so that it produces a
network (from string/sequence to graph/network). The resultant graph therefore
bears some relationship, however direct or indirect, to the particular set of interrelated
DNA fragments in the PCR cycler. In other words, the way in which the DNA com-
puter’s processor works is to move along a three-step process: from a distributed set of
DNA fragments (nodes and edges), to a linear DNA sequence (node-edge-node), to a
graph or pathway with nodes distributed in space (the directed Hamiltonian graph). In
this three-step “processing” of data, we go from a graph, to a string, to a graph again (or
from network to sequence to network). It is this first and third state that are isomor-
phic, and in this sense biocomputing can be seen as a means of backtracking to find
out what has happened in the interactions of biological components and processes.
One way of understanding this difference between these two networks is to pay more
attention to the role of time. Studies of computer processors are all concerned with
time, especially in “clocking” a processor’s ability to handle computationally intensive
tasks (such as image processing). However, by time we mean something different than
processor clock time, though not unrelated to the notion of time as a quantifiable
unit. Our question is, in the potential relationships that exist in the DNA computer
before processing occurs, what kind of a network exists? One way of approaching
such a question is to pursue what we mean by “potential” relationships that constitute
a network. Surely, from a more technical point of view, a network only exists by being
materialized in some way; otherwise the network “in potential” is simply a totally
connected network (because every node is potentially connected to every other node).
From the vantage point of DNA computing, a particular type of network is being searched
for—in Adleman’s case, one that fulfills certain requirements of the Hamiltonian path
problem (being directed or one-way, beginning and ending nodes, passing through
each node only once).
But this computational, mathematical network that is searched for must somehow
pass through a set of biological relationships, relationships that constitute the “proces-



110 Biocomputing

sor” of the DNA computer. There are actually two types of processing, two types of
temporality, in the DNA computer. Just as we have two types of network layers in the
DNA computer, we also have two correlative time-based modes as part of the DNA
computer processor. The first type of time is the “binding time” of the molecular
interactions in the PCR cycler, a biological time configured by base pair complemen-
tarity (in the Adleman example). Actually, we need to be cautious in calling this “bio-
logical time,” because the PCR machine does not aim to replicate or simulate in vivo
conditions. Rather, the PCR machine isolates a set of particular biomolecular interac-
tions (annealing and denaturing of DNA strands), and, through cycles of heating and
cooling, intensifies and speeds up the biomolecular interactions that participate in
the replication of DNA strands. (It is for this reason that PCR i a standard laboratory
technique, for it enables the mass replication of any DNA sample for analysis and
experiment.) However, we can provisionally refer to the DNA computer’s processor as
operating through biological time in the sense that the PCR cycler isolates and inten-
sifies biomolecular interactions that regularly take place in the living cell.
The second type of time is the “polynomial time” of the particular computation to
be solved, a computational time that is a set of limitations placed on the biological
binding time of the DNA computer processor (the PCR cycler). In Adleman’s experi-
ment, this polynomial time is set by the class of mathematical problem to be solved, a
problem class that is defined by its exponentially large search field. As a mathematical
class, the NP-complete problems thus place certain sets of computational constraints
on the way in which the binding time is configured. In one sense, this is obvious, in
that the PCR cycler will be configured so that it optimally accommodates the kinds of
results that the polynomial time requires (i.e., minimal cycling to enable a path sequence
to anneal that matches the predicted outcome for the five “cities” or nodes of the
problem). In this way, the polynomial time is not a separate process from the binding
time of the PCR cycler. The processor of the DNA computer encompasses both, though
in different ways. While the binding time dictates a set of possible biomolecular inter-
actions that constitute the “engine” of the processor, the polynomial time nuances the
binding time by setting a series of generalized result parameters (i.e., a path made of
seven nodes, with a degree of two, with specific beginning and endpoint nodes). Just as
the computer network layer is grafted onto the biological network layer, so the com-
putational polynomial time is enfolded onto the biological binding time in the DNA
computer processor. As time-based processes, one does not happen before or after
the other; rather, their concurrence (of processor capacity and computability) defines
an integrated temporality that is defined by the twofold constraint of biology and
computability.

In a sense, all models for biocomputing—membrane, tiling, signaling-—configure
their processors according to this twofold, enfolded process of biological binding time
and computational polynomial time. For Adleman’s experiment—and arguably for
biocomputing generally—the relation between the network preprocessing (binding
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time) and the network postprocessing (polynomial time) is that between the possible
and r.eal. A possible set of networks exist preprocessing, a possibility instantited b

the biological process of base pair binding. This possible network is therefore a nety
work of combinatoric relationships. This network is negated in the postprocessin -
neth)rk in that, of those combinatorial possibilities, only one will be seleied as thg
solution to the problem. The graph at the end of the experiment therefore simultam:

ously r.eahzes a potential in the preprocessing network and negates that network as
potential (because there can be only one).

Molecular Molecules?

If the biocomputer’s processor functions via a binding time and a polynomial time
‘n.fe can return to the question of network “layering” and ask: how are the com uta:
tional and biological network “layers” coordinated in the DNA computer? Thpt i
V\I.hat might the isomorphisms between the biological and computational la ;ers o? t}lls’
l?locompl{ter tell us about the possible network dynamics common to both? %his ue:
tion Rertams equally to philosophy and to computer science, for it brings t.ogeth:r the
questlor?s concerning self-organization in biological systems with the questions
ctonc;.rnmg computability in biocomputers. What is needed here is a way of under-
:Satr:iolcr;ilt;stiierogenelty of networks in biological-computational systems such
In a discussion of the common characteristics in packs of wolves, swarms of rats
transu?stantiations in sorcery, the processes of memory, mineral “life,” and e idemi;
contagl.on, Gilles Deleuze and Félix Guattari use the term molecu’lar to cIi)escribe
dynamic changes in systems that exist above and below the level of the individual
The C(‘)ncept of the molecular is defined not by its scale, but rather by its dimension.
The difference between a single wolf and a pack, between a single cell and a netws i( ‘
of cells, 'is not simply number, but rather the modes of interaction that constitute a :Zk
and an immune system as a network. The molecular is the phenomenon of intexll)si
(aggregate dynamics) as opposed to extensity (movements of particles) ualitat'ty
transformations as opposed to quantitative analysis, a "

Central to the concept of the molecular are the concepts of becoming, differ,
and multiplicity. As Deleuze and Guattari state, “the molecular is becoxi’in ) oint;e’
co.ncept of the molecular implies dynamic transformation in organization Ig-I,owevere
thls. notion of becoming is not be opposed to a notion of static “being.” R:ather than)
saying that. a set of individual wolves becomes 2 pack, or a set of indiv1:dual cells be-
comeska.n Immunity network, we should say that there is becoming in each of the
wolves, in each of the cells.® .

Becoming is connected to two other concepts, difference and multiplicity. By differ-
ence, Deleuze and Guattari do not mean a negative notion of difference (“Ais not B”)
but rather a positive notion of difference that proceeds via a continuous intemai
restructuration in time (“A is not A”). This generative notion of difference creates
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novelty not by making anew, but by repeating itseif, by repeatiflg its internal d.ifferen-
tiation (“I is another”). This principle of differentiation contributes to the thlrfl con-
cept related to the molecular, that of multiplicity. As Deleuze and Guattari note(i
multiplicity can be both qualitative (a cluster, a bunch, a group,'a pack, a .sw.ar.nll) an
quantitative (clustering coefficients, power laws, graph topologies). Multiplicities are
both singular (“a” pack, “a” swarm, “a” network) and plural (a pack of wolves, a swarm
of insects, a network of cells). o .

Taken together, the concepts of becoming, difference, and multiplicity articulate
the ways in which the molecular manifests itself in any network. The r.nolecular can be
described as a phenomenon that expresses the transformative dynamlcs. of becorfnng,
which is enabled by a principle of internal differentiation, which proliferates differ-
ences over time to create multiplicities. . '

In our consideration of biocomputing, we have seen several networks in action:
the networks of biological components and processes in the living cell, the networks
of interactions of those components in lab technologies (synthesizers, PCR, e¥ectro-
phoresis), the networks described by mathematical problems in graph theory (directed
Hamiltonian path problems), and the abstract networks model.ed by such mathemat-
ical problems (e.g., geographical networks of cities in the travehng—sale.sman proPlem,
or information networks in routing Internet data). When we look at biocomputing as
an instance of “the molecular,” how does our understanding of these different net-
works change?

From a philosophical perspective, the preprocessor network of th'e DNA computfar
(the mass of DNA fragments in the PCR cycler) is an instance of a virtual network,-m
that the combinatoric characteristics of the network exist not to solve any.one partic-
ular problem, but rather to continuously differentiate, and thereby establish connec-
tions between nodes. Furthermore, if we recall that the coding scheme of nodefs and
edges has been embedded into the DNA fragments (with no'function.al alterat‘ton to
the DNA), then the type of network formed in the preprocessing state is one of “edges
without nodes.” .

This network of edges-without-nodes is at first nonsensical, but also,’ in another
way: rigorously empirical. How can a network exist without nodes? Do'n t the nodes
precede the edges? Aren’t they in fact a necessary condition for t'he action or move-
ment of edges to exist? In any given network—the Internet, a social netx.nrork, a m.eta-
bolic network, an economic network—it seems to make sense that the dlscrefe objects
we call nodes (computers, people, cells, corporations) exist prior to th.e act'lons they
effect (data transfer, enacting of dialogue, enzymatic reactions, ﬂuct'uatlons“m. value)’;
If there is no subject, how can there be any action, any intentionality, any “directed
links between subjects?

On the other hand, it is equally clear that a static network is not a network at a.ll.- A
group of computers can have cables attached between them, but if there is .no activity
on individual computers or between them, a network exists only hypothetically. Net-

Biocomputing 13

works are materialized by their actions, by the edges that create proximities, alliances,
and condensations between discrete nodes. In a sense, we can say that, although
networks seem to depend on the preexistence of nodes, they also are constituted as
networks by the edges between nodes. In the cell, a network without edges is death,
just as a network with only edges is metastasis. Networks are always active and acti-
vated; they are always relations whose terms may very well change over time.

If this is the case, then it would make sense to reconsider biocomputing in light of a
concept of edges-without-nodes. As already noted, biocomputing constructs two layers
to its unique bioinformatic protocol: a computational layer, represented by the
directed Hamiltonian path, and a biological layer, represented by Watson—Crick base
pair complementarity. The molecular biology techniques of DNA synthesis, PCR, and
gel electrophoresis provide the media through which one layer touches the other. What
is the difference between these two layers in biocomputing? We can begin by suggest-
ing that the computational layer, informed as it is by modern graph theory, is a net-
work of discrete dynamics. This is illustrated in the graphical representation of the
traveling-salesman problem (directed Hamiltonian path) (Figure 11), as it is illustrated
in other graph-theoretical depictions that utilize a diagrammatic language of nodes
and edges. In other words, the computational layer, working from a basis in graph
theory, necessitates a topology of clearly demarcated nodes (static entities) and edges
(effected actions). In this way, the computational layer is “computational” according
to a digital, binary logic of Boolean operators (AND, OR, XOR).**

By contrast, the biological layer is “computational” in an analog manner, not unlike
models of physical computers based on water, mercury, or mechanical parts. The var-
ious biological models for biocomputing— from DNA base pair binding to protein-
protein structural specificity—are all based on processes that are continuous. Note
that such processes can be interpreted as being discrete (e.g., genes beingswitched
“on” or “off” in gene expression), but there is no separation between the medium and
the message in the living cell. Indeed, this has been the primary technical challenge for
both bioinformatics and biocomputing: to integrate the digital/computational and
analog/biological layers of computability into a single whole.

If, from a philosophical standpoint, the main challenge for biocomputing is to func-
tionally correlate its two protocological layers (the computational and biological lay-
ers), then we can suggest that Deleuze and Guattari’s notion of “the molecular” can
serve to prompt new modes of thinking in the understanding of how computers and
biclogy mutually implicate and transform each other, The model of biological process
in traditional molecular biology and biochemistry is one in which molecules are nodes,
and the physical-chemical interactions between them constitute edges.* In other words,
the view of biomolecular networks in biology and biochemistry is one based on the
graph-theoretical model of discrete nodes that precede the effectuation of edges
between them-—the same digital model of computation seen in biocomputing’s com-
putational layer. But we also see that there are important differences between digital
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computers and living cells from a network perspective. Although one can be r?duced
to the other, it would also seem important to consider a notion of networks—in par-
ticular, biomolecular, biocomputational networks—that begins from. the d}fnan.nc
perspective of edges, rather than the static perspective of nodes. Experiments in bio-
computing such as Adleman’s show that computational problems can be solved, but
that such novel, hybrid systems also generate networks at other levels as well. In the
case of biocomputing, “molecules” are not necessarily “molecular.”

CHAPTER FIVE

Nanomedicine
Molecules That Matter

Small Body Problems

To begin with, we can discuss the large effects of the very small. Linda Nagata’s science-
fiction novel The Bohr Maker envisions a near future in which the ability to control
individual atoms has become a reality, a primary theme in the emerging scientific
field of nanotechnology.! Although a number of science-fiction works take up this
nanotechnological theme of control on the atomic scale, The Bohr Maker is notable
because of the way in which it provides a specific meditation on how the human body
may be transformed by nanotechnology.?

The Bohr Maker takes place in a world defined (and redefined) through nanotech-
nologies and socioeconomic divisions enhanced by the access to the design of those
technologies. Although the future world of The Bohr Maker is divided into a first-world
Commonwealth and a predominantly Southeast Asian third world, “citizenship” and
even subjectivity itself are defined by nanotechnologies at the level of the everyday. In
the novel, Phousita, a young Indian woman living in the slums of Sunda, comes into
possession of a device called a “Maker.” Unbeknownst to her, this device has been
smuggled out of government research labs, where it has been kept under lock and key.
The Maker is a nanotechnology device (a kind of nanotech PDA) invented by the sci-
entist Leander Bohr. When injected into a person, it enables that person to modify
certain biochemical features of the body, including genetically engineering one’s own
genome, enabling cellular and molecular regeneration (biological life extension), and
enhancing neurological capacity (intelligence boosting). When Phousita first feels the
etfects of the Maker, she and her partner Arif attribute it to either a mysterious illness
Or even spirit possession. At this stage of the novel, Phousita’s body is approached as
an infected body.

15



